
Public Opinion on a Federal AI O�ce
There are many proposals to how we can best regulate general-purpose AI (GPAI), but
if we want to fully address the risk, it will be imperative to establish a federal
oversight office. From reducing government waste by cutting down on redundancies to
introducing much needed proactivity into regulation, a GPAI office would facilitate
meeting the risks from AI head on with the proper expertise orchestrating our response.

Here, we show that there is strong, bipartisan backing for our stance, with every single
quality study we’re aware of finding a majority of Americans support creating a
federal office to regulate AI. As the poll below indicates, 62% of the public stand in
support compared to 27% in opposition, with majority support across parties.

https://www.aipolicy.us/blog/beyond-use-case
https://www.filesforprogress.org/datasets/2023/9/dfp_artificial_intelligence_regulation.pdf
https://www.filesforprogress.org/datasets/2023/9/dfp_artificial_intelligence_regulation.pdf


Most studies show around 60% of respondents support creating an office to regulate
AI. One found 64% of Americans support creating a government organization for
auditing, nearly 4.5x the number of those against.

Another study asked specifically about creating an agency “similar to the FDA” to
regulate AI, and the answer is similar: the majority of Americans stand in support.
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https://wiki.aiimpacts.org/doku.php?id=responses_to_ai:public_opinion_on_ai:surveys_of_public_opinion_on_ai:surveys_of_us_public_opinion_on_ai&s[]=survey
https://drive.google.com/file/d/1484XL4kTkOQKTfZMw5GD46bpit-XJ2Zp/view
https://rethinkpriorities.org/publications/us-public-opinion-of-ai-policy-and-risk

