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Executive Summary 
When there’s no international regulation on a sector, who sets the global rules of the road? 
Sometimes, domestic regulation remains domestic and companies simply adhere to local laws. 
However, there is a trend of American companies complying with EU regulations outside of the 
EU. Policy researchers have labeled this phenomenon the Brussels Effect.  
 
This paper asks whether the requirements of the EU AI Act, which has just been enacted, will 
lead to a Brussels Effect for American businesses. The EU AI Act is a comprehensive attempt to 
mitigate the safety and ethical risks associated with AI. Its requirements are significantly more 
involved than any US legislation, which predominantly consists of voluntary commitments. 
Thus, any Brussels Effect would likely elevate the safety and ethical protocols within American 
AI companies. We focus specifically on the requirements for General Purpose AI (GPAI) models, 
which are more recent additions to the Act, and thus have not been featured in as much research 
on the Brussels Effect. In Exhibits 2 and 3, we summarize each GPAI requirement, the cost 
implications of those requirements, and the likely response of GPAI companies.  
 
The Center for AI Policy (CAIP) finds that large American companies are likely to remain in the 
EU market and be generally compliant with the EU AI Act, even when operating in the US. The 
potential revenue in the EU will, in most cases, exceed the costs of compliance, causing most 
firms to remain in the EU market, though some smaller firms may choose to leave. As we 
explain in Section 4, market forces may already such as the cost of compute may be causing 
smaller companies to struggle in GPAI markets.  
 
Most firms will choose to be compliant with the EU AI Act, because it is likely to be more 
profitable than running two separate compliance processes and potentially training two separate 
models. Many of the EU AI Act requirements implicate practices prior to or during training such 
that if companies wished to avoid EU regulation outside the EU, they would need to incur the 
expensive cost of training twice. Several of the requirements, such as documenting the training 
process or reporting capabilities, are associated with fixed costs across markets, meaning that 
there is no additional cost to being compliant in the US as well as the EU.  
 
Firms may choose not to adhere to incident tracking and cybersecurity standards outside the EU 
since non-adherence could potentially offer some minor savings. However, companies are likely 
to already conduct incident tracking and have cybersecurity protocols, so any cost benefit of 
avoiding EU levels of regulation is limited. Additionally, bifurcating processes across countries 
would introduce complexity, making it unlikely that firms would take up this opportunity to 
avoid EU regulation.  
 
Despite widespread debate about the “opt-out” copyright requirement, we find that, with some 
EU facilitation, this is feasible and firms will likely choose to adhere to this requirement outside 
of the EU. If the EU clarifies what the best practice is for declaring an “opt-out”, such as through 
a central list like Spawning AI’s Do Not Train Registry or a consistent robots tag, firms will have 
greater clarity about how to adhere to the requirement. While this “opt-out” requirement may 
limit or increase the cost of training data, it seems from agreements with media companies that 
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US AI companies are already preparing to spend more on copyright training data, regardless of 
the EU AI Act. Given that adherence occurs prior to training, firms would need to train two 
separate models to avoid this requirement in the US and stay in the EU market. Thus, the “opt-
out” requirement is likely to have a Brussels Effect. 
 
If companies were to have separate products for separate markets, it would be due to the 
evaluations requirement delaying launch dates. However, this is a tenuous incentive. 
Evaluations have a fixed cost across markets, so would have no additional cost to being globally 
compliant. There would be additional costs associated with running two separate evaluations 
processes, as companies would need to maintain two separate models. Thus, since cost doesn’t 
incentivize separate evaluations, companies would need to care greatly about timing to be non-
compliant with EU evaluations requirements.  
 
These findings may be particularly relevant to those interested in US leadership on global AI 
standards. While the US can continue to influence the de jure international AI agreements, it 
takes time to achieve international consensus. If the US remains at its current political impasse 
regarding AI policy, its companies will be de facto regulated by the EU. To be a leader in global 
AI governance, the US should consider moving ahead with concrete domestic AI safety policy.  
 
This paper is structured as follows: Section 1 provides context on the EU and US AI regulatory 
environments. Section 2 defines the Brussels Effect and provides other examples of it in the 
digital regulation space. Section 3 outlines the framework companies would likely use to choose 
their response to the EU AI Act. Section 4 analyzes the incentives for American companies to 
remain or exit the EU GPAI market. Section 5 examines how each of the Act’s GPAI 
requirements will incentivize companies to pursue “differentiation”, where they don’t adhere to 
the Act outside of the EU, or “non-differentiation”, where they do adhere to the Act in the US. 
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1. Context on EU and US regulatory environments  
The EU and the US are known to provide vastly different regulatory environments, and the AI 
policy space is no exception. Typically, the EU has more stringent regulation with a focus on civil 
liberties and protections, while the US favors an open business environment that incentivizes 
innovation. As of 2024, there is a clear divergence between the US and EU AI regulatory 
environments.  

The EU AI Act (henceforth referred to as “the Act”) is a comprehensive attempt to ensure that 
“AI developed and used in the EU is trustworthy, with safeguards to protect people’s 
fundamental rights”1. It has a series of requirements based on risk tiers for more specific-use AI 
tools and was amended to include specific requirements for General Purpose AI (GPAI) models 
following the release of large language models (LLMs) such as ChatGPT. After years of 
deliberation, the Act was enacted August 2024. Some measures, such as prohibitions of 
unacceptable risk AI will come into effect after six months. Enforcement of General Purpose AI 
(GPAI) requirements will not commence until August 2025 for new entrants and August 2027 
for existing market participants. 

Conversely, the US has predominantly focused on introducing voluntary commitments for AI 
companies at the federal level2. Recent bills, such as the Artificial Intelligence Research, 
Innovation, and Accountability Act (AIRIA), propose self-certification for AI companies, but 
have not yet specified what exactly would be required and whether companies would be 
independently audited3. Although States such as California and Colorado have begun to consider 
more binding AI legislation, the federal landscape remains largely unregulated4.  

 

2. Historic examples of the Brussels Effect and digital 
regulation 
Anu Bradford defines the Brussels Effect as the penetration of European rules and regulations 
into many aspects of economic life outside of Europe5. This “unilateral regulatory globalization” 
is distinct from multilateral regulation, where multiple countries input and agree upon rules of 
the road6. The Brussels Effect can occur through a de facto effect, where companies choose to 
adhere to EU regulation outside of the EU, or through a de jure effect, where other countries 
implement EU-inspired regulation. 
 
Bradford identifies examples of the Brussels Effect in antitrust, chemical regulation, 
environmental protection, and food safety7. In the case of antitrust, there is Brussels Effect due 
the non-divisibility of mergers. In other words, international companies find it difficult to merge 
in one country, but not another. Thus, the EU successfully blocked the Honeywell and General 
Electric merger. Conversely, the scale economies of chemical production enabled the Brussels 
Effect of the Registration, Evaluation, Authorisation and Restriction of Chemicals (REACH) Act. 
Several companies including Ikea, Lego, Mattel, Revlon, Unilever and L’Oreal changed their 
global production process to be consistently compliant with REACH. Similarly, farmers have 
found it difficult to fully stratify their supply chains into genetically modified organisms (GMO) 
and non-GMO products, so many have decided to become globally adherent with European 
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GMO regulation. In the case of environmental protection, some international firms adhere to 
the 2003 Restriction of Hazardous Substances Directive (RoHS) because it’s simpler to have a 
single compliance process.  
 
There are also several examples of the Brussels Effect occurring recently with digital regulation. 
As outlined below, there has been consistent adherence to the General Data Protection 
Regulation (GDPR) and Digital Markets Act (DMA), although both regulations have been met 
with some resistance by specific companies. This resistance takes the form of non-compliance in 
the EU or releasing different versions of products in different markets.  
 
The GDPR is one example of a “de facto” Brussels Effect occurring in the digital 
regulation space, albeit with patchy compliance and some resistance by Big Tech. Europe 
introduced the GDPR in 2018 to harmonize and strengthen data privacy laws across the EU8. 
Preferring to maintain access to the EU’s 450 million potential users, many firms chose to 
adhere to the GDPR requirement inside and outside of the EU, resulting in cookies consent 
requests globally9. This widespread compliance to a GDPR requirement indicates some degree 
of a Brussels Effect.  
 
While the GDPR has had a clear Brussels Effect, it has been met with resistance by 
some companies and has not seen full adherence. While Meta gave EU citizens the 
chance to “opt-out” of their social media accounts being used as training data, US citizens were 
given no such option10. In July 2024, Meta also announced that it would not release multimodal 
AI models in the EU due to lack of clarity around GDPR requirements11. This choice follows a 
back-and-forth between Meta and the EU. Meta claims to have briefed the EU on its plan to 
train models on publicly available social media posts, allowing users to opt-out12. After receiving 
minimal feedback and then publicly announcing these plans, Meta was ordered to pause 
training in June and answer more questions regarding data privacy13. Prior to its decision to 
limit EU products, Meta had also been fined €1.2 billion for sending European citizens’ data to 
the US14. Meta’s response seems, in part, a protest against GDPR and, in part, driven by a desire 
to meet launch dates elsewhere. These decisions to bifurcate “opt out” decisions and limit 
features in the EU represent a limit to the Brussels Effect.  
 
Similarly, the DMA has seen a mixed Brussels Effect. The 2024 regulation seeks to 
address anti-competitive behavior and the dominance of Big Tech15. Some companies, such as 
Whatsapp, have chosen to become globally compliant. The messaging app, which previously did 
not enable chatting with other apps, has changed its interoperability, though is waiting on other 
apps to respond16. Conversely, Apple has been accused of violating the DMA and is limiting 
features available in the EU, actively resisting the Brussels Effect. Although Apple claims to have 
made changes to comply with the DMA, it is under investigation by the European Commission 
for not allowing app developers to promote alternative distribution channels on the App Store17. 
Apple has also chosen to delay the EU rollout of generative AI features because of DMA 
interoperability requirements, which the European Commission Vice-President labeled a 
“stunning declaration” of anti-competitive behavior18.   
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Finally, the Digital Services Act (DSA) is yet to see a major Brussels Effect. Also a 
2024 introduction, the DSA “attempts to impose transparency in areas like algorithms and 
advertising, fight online harassment and disinformation, protect minors, stop user profiling, and 
eliminate dark patterns (design features intended to manipulate our choices on the web)”19. 
Several researchers have commented that the DSA’s requirements may directly conflict with 
American interpretations of free speech20. Academics predict that if there is a Brussels Effect it 
would be modest in scale21.   
 
In summary, the GDPR, DMA, and DSA all have some degree of a de facto Brussels 
Effect, but none of the regulations has seen full compliance outside the EU, and 
some firms have even been accused of violating requirements inside the EU.   

 
3. Framework for US companies’ decision making 
3a. Remaining in the EU market 
For any AI company operating in the EU market, there are two key decisions. These are 
articulated in Exhibit 1 below and are based on Anu Bradford’s and the Centre for Governance of 
AI’s research22. Our research extends their work by focusing explicitly on the GPAI requirements 
of the Act, which were introduced after Bradford and the Centre for Governance of AI conducted 
their research on AI regulation and the Brussels Effect.  
 
The first decision companies make is whether to remain in the EU market or to exit. This 
framework assumes that companies remain in the EU market as long as their EU operations are 
profitable, that is, if their EU revenue exceeds their EU costs, including cost of compliance and 
expected spend on fines.  
 
3b. Differentiation vs non-differentiation 
If companies choose to remain in the market, they then must choose whether to have a single 
EU-compliant product that spans multiple markets (“non-differentiation”) or whether to 
bifurcate their products and only adhere to EU regulation in the EU market (“differentiation”). 
For example, one form of differentiation would be for a company to train one model for the EU 
and one model for the US, each with their own dataset. Alternatively, a company could train a 
single model, but run different evaluations or different incident tracking for the EU or the US. 
Thus, there are multiple degrees of differentiation that companies can pursue, each at different 
stages in product development.  
 
The choice to differentiate is determined by which option generates greater profits outside the 
EU. If it is more profitable to sell an EU-compliant product outside the EU, firms will do so. If it 
is less profitable to sell an EU-compliant product outside the EU, firms will train and maintain 
two separate models. Companies are more likely to choose non-differentiation if the market is 
attractive, demand for products is inelastic, and the cost for differentiation is high. 
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Exhibit 1: Differentiation vs non-differentiation profits 23 

 
 

4. Why large companies will remain in the EU 
The EU AI Act is unlikely to completely erode the profitability of the EU market for 
large GPAI companies, thus they will choose to remain in the EU market. Since the 
EU has not released impact assessments for the GPAI requirements as it did for other portions 
of the Act, we do not have estimated costs of compliance for these specific requirements24. 
However, we can use the impact assessment of the “high risk” AI systems as a rough indicator of 
whether the Act will bankrupt companies - the main reason why companies would exit the 
market. These impact assessments estimated that companies which don’t already fulfill any 
requirements would spend an additional 17% of revenue on compliance. We expect that most, if 
not all, GPAI companies are at least partially fulfilling these requirements and thus 17% would 
be an overestimate of cost. Even so, comparing an overstated cost burden of 17% to AI profit 
margins of 50-60% still yields a profitable, albeit less profitable, company25. Again 17% is likely 
an overestimation, but regardless, AI companies are unlikely to leave due to profitability.  
 
Some smaller AI companies may choose to leave the EU. After the GDPR, Verve, a 
mobile marketer, and online games companies Gravity Interactive and Uber Entertainment 
exited the market due to compliance costs26. The EU AI Act will undoubtedly cost more than 
companies’ existing compliance processes, particularly for those that are not already conducting 
some of the required measures. Smaller companies may not have the scale or the profitability of 
an Anthropic, which supposedly has a gross profit margin of 50-55%27, and thus they may not be 
able to bear the burden of compliance.   
 
While consolidation of frontier AI companies would be a bad outcome, regulation 
would not be the sole cause. The cost of AI components has quickly built a barrier to entry 
for cutting-edge GPAI models. Computing power is wildly expensive with GPT-3 taking $50-
$100 million to train28. Talent is also not cheap. Many large tech companies also have 
unparalleled access to data. Even as algorithms become more efficient and computational 
performance improves, driving costs down, larger companies will simply be able to outspend 
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smaller start-ups and dominate the cutting edge of GPAI29. Thus, there may be exits and 
consolidation of smaller AI companies, but this will be caused by market factors rather than the 
EU AI Act. 
 
While AI companies will factor in the risk of violation, we expect that companies 
will not choose to remain in the EU with the intent of violating the Act. The Act has 
high penalties for violating GPAI requirements. Companies face fines up to 3% of global revenue 
or EUR 15,000,000, whichever is highest. Since these fines scale with firm size, we expect that 
large AI companies will try their best to adhere to the Act if they do remain in the market. Thus, 
AI companies will estimate a relatively low chance of violation when factoring the cost of 
penalties into their decision to remain in the EU.  
 
There is a chance that companies exit the EU market to protest regulation, but this 
is unlikely given the potential revenue forfeited. Many AI companies have expressed 
their disapproval of the Act and Sam Altman even threatened to withdraw OpenAI from the 
EU30. However, exiting a market is a commitment and cuts off access to future growth. If 
companies wish to return to a market, it can be expensive to restart operations. Ultimately, the 
EU is an attractive market, with forecast growth of 33% per annum to 2030 and an estimated 
22% of the global AI market31. While such estimates can be imperfect, the EU’s 31.5 million 
businesses and working population of 286 million represent a significant market that will likely 
be worth complying with the EU AI Act32.  
 

5. Why companies will likely pursue non-differentiation 
For those companies that choose to remain in the EU market, it is likely that a Brussels Effect 
will occur. As we outline below, the EU is an attractive market and non-EU demand is probably 
only slightly elastic, thus the Brussels Effect is dependent on the cost of differentiation, which 
we find to be higher than non-differentiation.  
 
The EU is a relatively attractive market for GPAI market size of $6.4b in 2023 and 
estimated market of $110.8b in 203033. While growth rates, particularly those related to 
AI, are inherently tricky to predict, the EU’s large population and mature industries mean that 
there is enough demand for companies to be genuinely interested in maintaining presence.  
 
Since it is difficult to back-out elasticity from consumer choices, we assume that 
American consumers are at most slightly ‘elastic’ when it comes to GPAI. In other 
words, it requires a reasonably large reduction in capabilities to encourage substitution away 
from EU compliant-models. In this situation, elasticity largely depends on customer preferences 
and what they value in a GPAI model. If American consumers do not value EU compliance and 
instead are focused purely on price and capability, then they may be more price sensitive 
or ’elastic’. However, if customers value EU compliance, perhaps seeing the models as secure 
and private, they may be more willing to absorb higher prices for EU-compliant models. 
Elasticity matters because it is an indicator of the extent to which non-EU demand will fall if 
firms pursue non-differentiation and consequently pass on higher costs or limit available 
features to non-EU customers.  
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Many of the Act’s requirements imply a high-cost of differentiation, because they 
are fixed costs across markets and / or occur early in the AI development process. 
Given the high cost of training GPAI models - estimated to be $78 million for GPT-4 and $191 
million for Gemini Ultra - companies will only pursue differentiation if there is a clear upside in 
revenue or large reduction in costs from having non-EU compliant models in the US34. Thus, 
companies are less likely to differentiate if requirements occur early in the model development 
process, meaning that companies would need to train two models, or requirements have a fixed 
cost across markets, meaning that there is no additional cost to be compliant with that measure 
in two markets. There is also another driver of cost for differentiation. If companies were to 
maintain separate models for separate markets, they would also face a small but ongoing 
“identification” cost to ensure that their customers are in the correct market. Exhibit 2 and 3 
below outline each individual requirement, the nature of the costs associated, and the 
implications for differentiation preferences. 
 
For example, Article 53a, which relates to documenting the model training 
process, occurs during training and has a fixed cost across markets, so incentivizes 
non-differentiation. Similarly, Article 53b requires firms to record and share capabilities, so 
has a fixed cost across markets. This requirement occurs later in the product development 
process, so wouldn’t necessarily require duplicating training processes to differentiate, but the 
relatively low fixed cost associated with it means that non-differentiation is likely. Article 53d, 
which requires a fair effort documentation of the data sources used for training, occurs early in 
the training process, and would require training two separate models if companies chose non-
adherence outside the EU. Some commenters previously aired concerns about the technical 
feasibility of a highly detailed reflection of data, but subsequent recital 107 of the Act indicates 
that the template required will be ‘simple, effective, and allow the provider to provide the 
required summary in narrative form’. Thus, we interpret Article 53d as a feasible expectation of 
companies and thus an incentive for non-differentiation.  
 
It would be relatively easy to differentiate on incident tracking and cybersecurity 
standards, but it is unclear that doing so would enable significant cost savings. 
Articles 55c and 55d have variable costs across markets and occur after the expensive training 
process, so it would be reasonably affordable to differentiate. Yet, firms will likely conduct some 
degree of incident tracking and cybersecurity measures in the US regardless of EU regulation, so 
there is limited cost benefit of differentiation. Firms would also weigh this cost benefit against 
the complexity of stratifying their incident tracking and cybersecurity processes. Firms are most 
likely to resist the reporting of incidents required in 55c, but due to matters of brand and self-
preservation, rather than due to large additional costs. For the cost reasons listed above, firms 
are likely to follow internally consistent incident tracking and cybersecurity measures. 
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Exhibit 2: Requirements for GPAI with no systemic risk35 
Article (simplified) Commentary  Implication 

53a. Draw up and keep up-to-date the 
technical documentation of the 
model, including its training and 
testing process and the results of 
its evaluation 

● Fixed cost across markets 
● Early forking since 

documentation needs to begin 
during training  

Easier to run single 
model 

53b. Draw up, keep up-to-date and 
make available information and 
documentation to providers who 
intend to integrate the GPAI into 
their AI system.  
● Model capabilities and 

limitations.  
● Information on data used 

for training, testing and 
validation, including the 
type and provenance of 
data and curation 
methodologies. 

 

● Fixed cost across markets 
● Early forking for data 

information 
● Depending on level of detail 

about data, may be a high effort 
or cost requirement 

● Later forking for model 
capabilities and limitations 

Easier to run single 
model 
 

53c. Comply with Union copyright, 
specifically enable rights-holders to 
opt-out ex ante from their work 
being used to train models. 

● Fixed cost across markets 
● Early forking since it relates to 

data collection 
● Incremental cost may be 

minimal given that companies 
are already pursuing deals with 
rights holders  

Incentive for two 
models if adherence 
will drastically 
reduce training data 
 
Depends on 
feasibility and 
interpretation of 
best-efforts 

53d. Make publicly available a summary 
of training data, according to a 
template. It should be generally 
comprehensive in its scope instead 
of technically detailed36 
● Listing the main datasets 

used to train the model 
● Providing a narrative 

explanation about other 
data sources used 

● Fixed across markets 
● Early forking since it relates to 

tracking data collection 
 

Easier to run a 
single model 
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Exhibit 3: Requirements for GPAI with systemic risk37 
Article (simplified) Commentary Implication  

55a. Perform model evaluation in 
accordance with standardised 
protocols, including conducting 
and documenting adversarial 
testing of the model with a view to 
identifying and mitigating systemic 
risks  

● Fixed cost across markets 
● Later forking since it occurs 

after model training 
● Could potentially delay 

deployment in non-EU markets 

Incentive for two 
models if non-EU 
launch date is 
important  

55b. Assess and mitigate possible 
systemic risks at Union level that 
may stem from the development, 
the placing on the market, or the 
use of GPAI models with systemic 
risk 

● Fixed cost across markets 
● Later forking 

Easier to run a 
single model 

55c. Keep track of, document, and 
report to relevant information 
about serious incidents and 
possible corrective measures to 
address them 

● Variable cost across markets 
● Later forking 

Slight incentive for 
two models 
 
 

55d. Ensure an adequate level of 
cybersecurity protection for the 
general-purpose AI model with 
systemic risk and the physical 
infrastructure of the model 

● Variable cost across markets 
with a fixed cost component  

Slight incentive for 
two models 

 
Copyright requirements are one potential incentive for differentiation, depending 
on interpretation and EU facilitation. Article 53c describes a DSA provision for rights-
holders to opt-out of their content being used for model training. Usually, copyright laws are 
determined by the geography of content creation, so in the case where models are trained, but in 
this case, the Act has specified that any model available in the EU must adhere to EU copyright 
law regardless of where the model is trained38. Language such as “expressly reserved” indicates 
that the opt-out is an ex-ante provision, so rightsholders can’t retrospectively ask for their 
content to be removed from a model39. The ex-ante nature of the provision limits the burden 
such that AI companies are not expected to retrain models because of this requirement.  
 
An ‘opt-out’ may be logistically challenging for firms, but this challenge could be 
resolved if the EU implements a technical standard or clarifies “best practice”. The 
Act has not yet offered clarity on the mechanisms for rights holders to opt-out, simply stating 
that they should be “machine-readable”40. This ambiguity raises questions of how rights holders 
can reasonably announce that they’re opting out. Does a unilateral statement on an author’s 
personal website count? Does the opt-out need to be mentioned in the text itself, for example in 
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the opening pages of a novel? Some organizations, such as Sacem, a French music society, and 
Pictoright, a Dutch picture collecting society, have provided draft “opt-out” statements for their 
members.  
 
However, it is unclear how the EU envisions rights holders technically conveying their “opt-
outs”. One organization, Spawning, has created a Do Not Train registry that enables machine 
readable opt-outs and has partnered with Stability AI and Hugging Face41. They have also 
released code that functions as a machine readable opt-out for website owners, but this doesn’t 
extend to individual works42. Ideally, the European Commission would specify that it 
recommends methods like these for “opt-outs” so that companies have clarity around what best 
practice compliance looks like. Given that “opt-outs” occur early in the AI development process, 
differentiation would come with the expense of training two models. Thus, if companies have 
clarity around logistics, they are more likely to pursue non-differentiation.  
 
It is also unclear whether the EU will punish “best efforts” measures that result in 
accidental inclusions of “opt-out” data. Clearly a safe harbor for companies who use their 
“best-efforts” would be preferable for companies, while a harsher interpretation may scare 
companies into leaving the market or using older versions of models. If any accidental slip-up 
can be slapped with a fine of 3% of global revenue, companies may be unnerved by an 
impossibly high requirement and potentially ruinous penalties. Given clarifications on other 
requirements, such as Recital 60k, which explained that documentation of training data can be 
expressed in narrative form, we think it is likely that the EU will take a reasonable “best efforts” 
interpretation. Additionally, if the EU introduces a technical standard or clarifies “best practice”, 
then “best efforts” measures are less likely to have accidental inclusions and companies will have 
greater confidence that they are in compliance with the Act. 
 
The “opt-out” requirement also threatens companies’ cheap access to training 
data, which could interfere with their competitive advantage. So far, cutting-edge 
innovation by the large AI labs has relied on wholesale access to training data, regardless of 
whether it is legal or ethical43. Thus, it is important to understand, if this opt-out provision is 
logistically possible, how much data it will affect. This is difficult, because AI companies do not 
like to disclose their training data, perhaps for the very issue this copyright requirement seeks to 
address. However, we can make generalizations across datasets. Epoch AI assessed three high-
quality datasets and found that they are “composed of 50% scraped user-generated content 
(Pile-CC, OpenWebText2, social media conversations, filtered webpages, MassiveWeb, C4), 15-
20% books, 10-20% scientific papers, <10% code and <10% news”44. Therefore, if 100% of 
rights holders exercise their right to opt-out, AI companies may lose 35-50% of their datasets. Of 
course, it is unlikely that there will be a 100% uptake by rights holders. Even if only 25% of 
rights holders exercise the right to “opt-out”, this means that companies can no longer use 9-
13% of their datasets. The magnitude of this effect is augmented by the fact that books and 
newspapers tend to be the highest quality source of data. 
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However, the US may also move towards stricter copyright protections and 
companies are already entering into expensive data agreements meaning that the 
“opt-out” requirement may not fundamentally change their access to training data. 
When deciding whether to pursue differentiation, companies will compare the EU copyright 
requirements to US copyright requirements. There is only an incentive to duplicate models if the 
US offers a significantly more lax copyright environment. So far, the US has yet to announce any 
federal legislation to regulate AI companies’ use of copyrighted material, but lawsuits are 
currently underway and will determine whether AI training is “fair use”45. In the meantime, 
large companies are entering into formal agreements with publishing houses, newspapers, and 
other rights holders. For example, OpenAI’s deals with The Atlantic, Vox Media, and at least ten 
other media firms could be worth over $100 million per year46. Google recently signed a deal 
with Reddit that was “about $60 million per year”47. Given how expensive these deals are, AI 
labs would likely prefer not to have to pay for training data. Yet, the fact that labs have entered 
these deals voluntarily reveals their expectations about how current litigation may conclude and 
signal that the era of bootlegging copyright work to train models may be over. Thus, perhaps the 
EU copyright requirements will only make an incremental difference to the cost of training data 
compared to the alternative baseline in the US.  
 
The most compelling incentive for differentiation is model evaluation, which could 
delay US launch dates, but this is a tenuous incentive. Companies are currently 
competing to be at the cutting edge of innovation and to be recognized by the public for these 
accomplishments. This means that they are particularly sensitive to launch dates. One could 
argue that additional evaluations, as required in Article 55a, may delay launch dates and 
frustrate companies to the point of differentiation. Given that evaluations will have a fixed cost 
across markets, there is no clear cost incentive to run two separate evaluations processes. It may 
even be more expensive for companies to differentiate their evaluations, since they would 
experience the cost of maintaining two models instead of one. Costs such as post-deployment 
cleanups to correct for bugs and flaws would be duplicated. Thus, the only incentive to 
differentiate evaluations is related to timing of launch dates.  
 
Depending on a company’s existing processes, evaluations could delay launch 
dates by months. Evaluations could refer to benchmarking or red-teaming or a combination 
of both. The Act does specify that it will require some form of red-teaming, which typically takes 
months for complex models such as GPAI48. While the Act doesn’t explicitly state that it will 
require benchmarks, they are industry standard, so will likely be required to some extent. One 
potential required benchmark could be Holistic Evaluation of Language Models (HELM), which 
assesses metrics such as accuracy, calibration, robustness, fairness, bias, toxicity and 
efficiency49. It can take a day to conduct HELM benchmarking and upwards of $10,00050. To be 
conservative, we assume that companies will be required to conduct multiple of these 
benchmarks, such that they spend several weeks on benchmarking, though this can be in 
parallel with red-teaming. OpenAI’s CTO claims that they spent “6 months making GPT-4 safer 
and more aligned”, which suggests that any delays to launch caused by EU AI Act evaluations 
would already be partially accounted for in BAU evaluation timelines51.  
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AI companies may be able to speed up launch dates by running parallel processes.  
The Act evaluations will almost certainly require more computing power and resources than the 
current state, but some of these evaluations can be conducted in parallel, shortening the delay to 
launch. This delay could be several weeks or several months, depending on the company’s 
internal processes and the specifics of the Act. Ultimately, if the delay is longer and companies 
believe that it will significantly affect revenue or brand recognition, they will be more willing to 
bear the cost of maintaining two separate models.  
 

Conclusion 
Each requirement of the EU AI Act has different costs associated and thus can imply different 
incentives. When assessed as a whole, the Act is likely to see some degree of a Brussels Effect, 
where American companies are complying with the Act even in the US. This adherence is most 
likely for measures that occur prior to or during training, such as copyright requirements as well 
as documentation of data sources and the training process. Requirements with fixed costs across 
markets are also likely to lead to a Brussels Effect, particularly when they have limited cost or 
revenue benefits for non-adherence in the US, such as documenting capabilities. There are 
reasonable arguments why incident tracking and cybersecurity measures may incentivize 
differentiation. These arguments mostly relate to the measures having variable costs across 
markets and occurring later in the product development process, or potentially delaying launch 
dates. However, given that US companies already conduct each of these activities to some 
extent, it is unclear that the EU requirements will lead to a significant increase in cost or time 
that would outweigh the complexity of running two separate compliance processes or models.  
 
If there is an incentive to differentiate, it would be model evaluations due to potential delays in 
launch dates. It would be more expensive to maintain two models, so companies would need to 
highly value timing to pursue this. Companies could also be EU-compliant and accelerate launch 
dates to some extent by running parallel processes. Their current evaluations timeline will also 
be crucial in determining how much of a delay the EU AI Act would cause and whether it’s worth 
maintaining two models.  
 
The Center for AI Policy recommends that the EU clarify and facilitate best practices for the 
“opt-out” requirement. Given the high fines, companies may have concerns about accidental 
violations of the Act if they don’t fully understand the logistical expectations. A technical 
standard, such as using a robots tag to communicate “opt-outs” or a central “opt-out” registry 
may clarify to companies what steps they can take to be compliant. There are many reasonable 
positions that a government could take when deciding how to balance the needs of intellectual 
property owners against the needs of AI developers, but leaving the EU’s policy ambiguous 
makes all parties worse off.  
 
Finally, the predicted Brussels Effect has interesting implications for US leadership on global AI 
governance. President Biden’s October 2023 Executive Order outlined an aspiration for the US 
to “lead the way” on “building and promoting (AI) safeguards with the rest of the world”52. US 
Department of Commerce Secretary Raimondo has expressed a desire for the US to be “at the 
front of the pack” on AI governance53. In early 2024, Senators Warner and Blackburn 
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introduced legislation “aimed at restoring the US’s position as a lead in international standards-
setting for emerging technologies”54. Thus, there is a demonstrated interest for the US to 
influence international AI governance.  
 
The US is currently pursuing such leadership through participation in multilateral agreements, 
such as the Bletchley Declaration and the G7 International Code of Conduct55. However, these 
statements are not legally binding and, thus have limited scope to ensure adherence to these 
commitments. It can be challenging to achieve binding multilateral agreements due to the 
required consensus of key stakeholders.  
 
US political division and the influence of Big Tech in policymaking has made it difficult to 
achieve consensus on AI policy56. If the US remains at such a political impasse, the fact is, the 
EU will have greater influence on US AI companies than the US government or any multilateral 
agreement. As members of Congress consider US AI policy, they should consider whether they 
want the US to lead on AI governance or be led.  
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